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A computer-implemented method executed using a comput-
ing device comprises digitally generating and storing a
machine learning statistical topic model in computer
memory, the topic model being programmed to model call

ABSTRACT

transcript data representing words spoken on a call as a
function of one or more topics of a set of topics, the set of
topics being modeled to comprise a set of pre-seeded topics
and a set of non-pre-seeded topics, and the one or more
topics being modeled as a function of a probability distri-
bution of topics; programmatically pre-seeding the topic
model with a set of keyword groups, each keyword group
associating a respective set of keywords with a topic of the
set of pre-seeded topics; programmatically training the topic
model using unlabeled training data; conjoining a classifier
to the topic model to create a classifier model, the classifier
defining a joint probability distribution over topic vectors
and one or more observed labels; programmatically training
the classifier model using labeled training data; receiving
target call transcript data comprising an electronic digital
representation of a verbal transcription of a target call;
programmatically determining, using the classifier model, at
least one of one or more topics of the target call or one or
more classifications of the target call; digitally storing the
target call transcript data with additional data indicating the
determined one or more topics of the target call and/or the
determined one or more classifications of the target call;
accessing, in computer storage, a first digitally stored elec-
tronic document comprising a first text; receiving computer
input specifying a search query comprising one or more
search terms; processing the search query using the classifier
model to output a query topic vector representing a thematic
content of the search query; processing the first text using
the classifier model to output and store in the computer
memory a first plurality of topic vectors each representing a
topic in the text; using the query topic vector and the first
plurality of topic vectors, calculating a plurality of similarity
values, each of the similarity values representing a similarity
of the query topic vector to a particular topic vector among
the first plurality of topic vectors; outputting a visual display
that specifies one or more topic vectors among the first
plurality of topic vectors having one or more corresponding
similarity values that are greater than a specified threshold
similarity value.
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TOPIC-BASED SEMANTIC SEARCH OF

ELECTRONIC DOCUMENTS BASED ON

MACHINE LEARNING MODELS FROM
BAYESIAN BELIEF NETWORKS

COPYRIGHT NOTICE

[0001] A portion of the disclosure of this patent document
contains material that is subject to copyright protection. The
copyright owner has no objection to the facsimile reproduc-
tion by anyone of the patent document or the patent disclo-
sure, as it appears in the Patent and Trademark Office patent
file or records, but otherwise reserves all copyright or rights
whatsoever. © 2022 Invoca, Inc.

TECHNICAL FIELD

[0002] One technical field of the disclosure is computer-
implemented artificial intelligence, in the subfield of natural
language processing, using models that are programmed to
automatically categorize natural language data. Another
technical field is improvements to Bayesian Belief Network
models and model generation techniques. Another technical
field is semi-supervised machine learning model develop-
ment, training, and deployment. Other technical fields
include representation learning, active learning in the field
of machine learning, and semantic search of large databases
of electronic documents having natural language text.

BACKGROUND

[0003] The approaches described in this section are
approaches that could be pursued, but not necessarily
approaches that have been previously conceived or pursued.
Therefore, unless otherwise indicated, it should not be
assumed that any of the approaches described in this section
qualify as prior art merely by virtue of their inclusion in this
section.

[0004] Automatic classification of written and verbal com-
munications can be extremely useful for grouping large
numbers of communications for review, analysis, or inter-
vention. While there are many known techniques for the
classification of written communications, such techniques
typically require either design by an expert or a large amount
of labeled training data. In either case, such models can be
prohibitively expensive to curate. Moreover, many classifi-
cation techniques in common use cannot readily be inter-
preted, and therefore may not be suitable in circumstances
where auditing for fairness or correctness must be provided.
[0005] Conversely, a conventional admixture model, oth-
erwise known as a topic model, may be leveraged to impose
an underlying semantic structure on a data set without the
need for any labeled training data. With an admixture model,
topics representing recurring thematic elements in a dataset
can be represented as mixtures of words or probability
distributions over words. However, conventional admixture
models are subject to certain disadvantages.

[0006] For example, conventional admixture models may
be incapable of using labeled training data or accounting for
themes known or assumed to exist within a data set based on
prior knowledge. These limitations may necessitate using a
large amount of unlabeled training data to impose a semantic
structure on the data set. Moreover, while a conventional
admixture may generate topics associated with words deter-
mined to be related, each of these generated topics will
initially be unnamed. Hence, a large amount of human
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intervention is typically required to interpret the output of a
conventional admixture model and ascribe pragmatic mean-
ing to the topics found to exist in a data set.

[0007] The properties of the topic representation enable
the model to create a distinctive representation of any input
text. Such representation may be used to measure the
similarity between any pair of inputs. As described below,
this enables us to use admixture topic models for informa-
tion retrieval, without the need for labeled data, and without
the need for explicit human intervention to interpret the
topics.

SUMMARY

[0008] The appended claims may serve as a summary of
the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] In the drawings:

[0010] FIG. 1A illustrates a distributed computer system
showing the context of use and principal functional elements
with which one embodiment could be implemented.
[0011] FIG. 1B illustrates one example of a computer-
implemented NLP processing model that could be used in an
embodiment of the techniques herein.

[0012] FIG. 1C illustrates an example computer-imple-
mented process that can be programmed as part of an
embodiment.

[0013] FIG. 2 illustrates topics sorted by frequency and
indexed by rank.

[0014] FIG. 3 illustrates the distribution of FIG. 2 with
additional bars to indicate corpus-wide prevalence.

[0015] FIG. 4 shows calls with partial semantic overlap.
[0016] FIG. 5 illustrates an example computer display
device with a graphical user interface that can be pro-
grammed in one embodiment.

[0017] FIG. 6A illustrates an example of a portion of the
graphical user interface of FIG. 5 displaying results from the
query.

[0018] FIG. 6B illustrates an example of the graphical user
interface of FIG. 5 displaying results from the query with the
modified search criterion.

[0019] FIG. 7 illustrates a computer system with which
one embodiment could be implemented.

DETAILED DESCRIPTION

[0020] In the following description, for the purposes of
explanation, numerous specific details are set forth to pro-
vide a thorough understanding of the present invention. It
will be apparent, however, that the present invention may be
practiced without these specific details. In other instances,
well-known structures and devices are shown in block
diagram form in order to avoid unnecessarily obscuring the
present invention.

[0021] The text of this disclosure, in combination with the
drawing figures, is intended to state in prose the algorithms
that are necessary to program the computer to implement the
claimed inventions, at the same level of detail that is used by
people of skill in the arts to which this disclosure pertains to
communicate with one another concerning functions to be
programmed, inputs, transformations, outputs and other
aspects of programming. That is, the level of detail set forth
in this disclosure is the same level of detail that persons of
skill in the art normally use to communicate with one
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another to express algorithms to be programmed or the
structure and function of programs to implement the inven-
tions claimed herein.
[0022] Embodiments are described in the sections below
according to the following outline:
[0023] 1. General Overview
[0024] 2. Structural & Functional Overview
[0025] 2.1 Distributed Computer System Example
[0026] 2.2 Model Foundation
[0027] 2.3 Description Of Example Dataset
[0028] 2.4 Semantic Similarity Measurement
[0029] 2.4.1 Calls With Virtually No Semantic
Overlap
[0030] 2.4.2 Calls With Substantial Semantic
Overlap
[0031] 2.5 Scalable Implementation In Database Sys-
tems
[0032]
[0033]
[0034]
[0035]
terion
[0036] 4. Implementation Example—Hardware Over-
view

2.6 Review Of Examples

3. Addressing Cold Start In Active Learning
3.1 Overview
3.2 Auditing And Modifying The Search Cri-

1. General Overview

[0037] Computer-implemented natural language process-
ing (NLP) algorithms based on a representation learning
model have been developed for automated analysis and
extraction of data from digitally stored electronic docu-
ments. An example application is the semantic analysis of
the contents of voice calls to customer service representa-
tives of business enterprises. The representation learning
model is analogous to a deep learning model but uses a
structured Bayesian belief network in lieu of an artificial
neural network. U.S. Pat. No. 11,410,644 discloses the
implementation of an example representation learning
model. In an embodiment, a machine learning model based
on a structured Bayesian belief network can receive, as
input, text that is unstructured and not categorized. The
model like that described in the preceding section is fit to or
trained on, digitally stored electronic text representations of
transcripts of a set of calls. The dataset may be labeled in
part and may be augmented with keyword definitions. The
properties of the topic representation enable the model to
create a distinctive representation of any input text. More-
over, this representation is directly interpretable in terms of
the input’s thematic content as inferred from the original
training dataset. In an embodiment, topic vectors of the
model may be used to measure the similarity between any
pair of calls. Once the model is trained, it can transform any
text input into its topic representation. Embodiments are
described for determining the semantic similarity of pairs of
texts, for comparing texts to a free-form search query, and
for comparing portions of a call to a query. While certain
embodiments are described, for convenience, in the context
of digitally electronically stored transcripts of recorded
voice calls, and any two types of text may be compared
using this technique, though they should be related in some
way to the original training dataset for the results to be
meaningful.

[0038] Embodiments effectively transform a text into a
fixed-length, numeric, representation and execute a search in
that numeric space. However, the present approach offers
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numerous improvements over prior approaches like term
frequency-inverse document frequency (tf-idf) and Sen-
tenceBERT, as detailed in other sections. Rather than vec-
tors, the model used in the present disclosure produces
probability distributions with key benefits over the prior
approaches, as further described in other sections.

[0039] In various embodiments, the disclosure encom-
passes the subject matter of the following numbered clauses:
[0040] 1. A computer-implemented method executed
using a computing device, the method comprising: digitally
generating and storing a machine learning statistical topic
model in computer memory, the topic model being pro-
grammed to model call transcript data representing words
spoken on a call as a function of one or more topics of a set
of topics, the set of topics being modeled to comprise
optionally a set of pre-seeded topics and a set of non-pre-
seeded topics, and the one or more topics being modeled as
a function of a probability distribution of topics; program-
matically pre-seeding the topic model with a set of keyword
groups, each keyword group associating a respective set of
keywords with a topic of the set of pre-seeded topics;
programmatically training the topic model using unlabeled
training data; automatically conjoining a classifier to the
topic model to create a classifier model, the classifier defin-
ing a joint probability distribution over topic vectors and one
or more observed labels; programmatically training the
classifier model using labeled training data; receiving target
call transcript data comprising an electronic digital repre-
sentation of a verbal transcription of a target call; program-
matically determining, using the classifier model, at least
one of one or more topics of the target call or one or more
classifications of the target call; digitally storing the target
call transcript data with additional data indicating the deter-
mined one or more topics of the target call and/or the
determined one or more classifications of the target call;
accessing, in computer storage, a first digitally stored elec-
tronic document comprising a first text; receiving computer
input specifying a search query comprising one or more
search terms; processing the search query using the classifier
model to output a query topic vector representing a thematic
content of the search query; processing the first text using
the classifier model to output and store in the computer
memory a first plurality of topic vectors each representing a
topic in the text; using the query topic vector and the first
plurality of topic vectors, calculating a plurality of similarity
values, each of the similarity values representing a similarity
of the query topic vector to a particular topic vector among
the first plurality of topic vectors; outputting a visual display
that specifies one or more topic vectors among the first
plurality of topic vectors having one or more corresponding
similarity values that are greater than a specified threshold
similarity value. The term “programmatically,” in this dis-
closure, refers to using stored program control of a digital
computer and programmed techniques such as function
calls, API calls, or execution of programmed algorithms to
implement the functions that are described.

[0041] 2. The method of clause 1, further comprising:
before the comparing, sorting the first plurality of topic
vectors according to a corpus-level prevalence of the topics
represented in the first plurality of topic vectors, thereby
creating a first set of sorted topic vectors; executing the
comparing according to an order of the first set.

[0042] 3. The method of clause 2, further comprising:
accessing a second digitally stored electronic document
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comprising a second text; processing the second text using
the trained classifier model to output a second plurality of
topic vectors each representing another topic in the second
text; sorting the second plurality of topic vectors based upon
the corpus-level prevalence of the topics represented in the
second plurality of topic vectors, thereby creating a second
set of sorted topic vectors; comparing the first set to the
second set; outputting a visual display indicating an overlap
of the topics in the first set and the second set.

[0043] 4. The method of clause 3, further comprising
performing the similarity calculation by calculating a dis-
tance metric that measures a similarity of the first set and the
second set.

[0044] 5. The method of clause 4, further comprising
calculating the distance metric as any of a Hellinger dis-
tance, a Jensen-Shannon divergence, a total variation dis-
tance, or a Wasserstein metric.

[0045] 6. The method of clause 3, further comprising
outputting a second visual display indicating prevalence
values corresponding to the prevalence, in the corpus com-
prising the first text, the second text, and a plurality of other
texts, of the topics in the first set and the second set.

[0046] 7. The method of clause 1, further comprising
executing the processing of the search query using a first
structured query language (SQL) query to transform the
search query into the query topic vector.

[0047] 8. The method of clause 7, further comprising
calculating the plurality of similarity values using a second
SQL query to calculate a distance metric.

[0048] 9. The method of clause 8, further comprising
calculating the distance metric as any of a Hellinger dis-
tance, a Jensen-Shannon divergence, a total variation dis-
tance, or a Wasserstein metric.

[0049] 10. The method of clause 1, wherein the first text
comprises a digitally stored text transcript of a previously
recorded voice call.

[0050] 11. The method of clause 1, wherein the first text
comprises a first digitally stored text transcript of a previ-
ously recorded first voice call, and wherein the one or more
search terms comprise a selected portion of a second digi-
tally stored text transcript of a previously recorded second
voice call.

[0051] 12. The method of clause 1, each vector in the first
plurality of topic vectors being a probability distribution.

[0052] 13. The method of clause 1, the classifier model
being untrained, the method further comprising: receiving a
plurality of training queries, each of the training queries
comprising one or more terms; using the classifier model, a
corpus of digitally stored text documents, and the plurality
of training queries, inferentially processing each of the
training queries to output a set of training topics correspond-
ing to inferred thematic contents of the training queries;
using the classifier model and the corpus, processing the
corpus to output a set of document topics corresponding to
inferred thematic contents of the text documents in the
corpus; calculating a plurality of training similarity values
that measure similarities of the training topics to the docu-
ment topics; identifying a set of similar text documents that
have training similarity values greater than a specified
similarity threshold; visually outputting portions of the
similar text documents that are associated with document
topics that are similar to the training topics.

Sep. 19, 2024

[0053] 14. The method of clause 13, further comprising
visually highlighting one or more words of the portions of
the similar text documents that are similar to one of the
training queries.

[0054] 15. The method of clause 13 or 14, further com-
prising: receiving input specifying one or more of the
portions; in response to the input, updating the training
queries by performing one of: adding the portions that were
specified via the input to the plurality of training queries; or
replacing the plurality of the training queries with the
portions that were specified via the input; and repeating the
process of clause 13 using the training queries.

2. Structural & Functional Overview

2.1 Distributed Computer System Example

[0055] Embodiments can be implemented at least in part
using the computing architectures and machine learning
model architectures disclosed in U.S. Pat. No. 11,429,901,
which describes digitally generating and storing a machine
learning statistical topic model in computer memory, the
topic model being programmed to model call transcript data
representing words spoken on a call as a function of one or
more topics of a set of topics that includes pre-seeded topics
and non-pre-seeded topics; programmatically pre-seeding
the topic model with a set of keyword groups; programmati-
cally training the topic model using unlabeled training data;
conjoining a classifier to the topic model to create a classifier
model; programmatically training the classifier model using
labeled training data; receiving target call transcript data;
programmatically determining at least one of one or more
topics of the target call and optionally one or more classi-
fications of the target call, and digitally storing the target call
transcript data with additional data indicating the determined
topics and/or classifications of the target call.

[0056] In an embodiment, a computer system of FIG. 1A
comprises components that are implemented at least par-
tially by hardware at one or more computing devices, such
as one or more hardware processors executing stored pro-
gram instructions stored in one or more memories for
performing the functions that are described herein. In other
words, all functions described herein are intended to indicate
operations that are performed using programming in a
special-purpose computer or general-purpose computer, in
various embodiments. FIG. 1A illustrates only one of many
possible arrangements of components configured to execute
the programming described herein. Other arrangements may
include fewer or different components, and the division of
work between the components may vary depending on the
arrangement.

[0057] FIG. 1A illustrates a distributed computer system
showing the context of use and principal functional elements
with which one embodiment could be implemented. In one
embodiment, distributed computer system 110 comprises
components that are implemented at least partially by hard-
ware at one or more computing devices, such as one or more
hardware processors executing stored program instructions
stored in one or more memories for performing the functions
that are described herein. In other words, all functions
described herein are intended to indicate operations that are
performed using programming in a special-purpose com-
puter or general-purpose computer, in various embodiments.
FIG. 1A illustrates only one of many possible arrangements
of components configured to execute the programming
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described herein. Other arrangements may include fewer or
different components, and the division of work between the
components may vary depending on the arrangement.
[0058] FIG. 1A, the other drawing figures, and all the
descriptions and claims in this disclosure, are intended to
present, disclose, and claim a wholly technical system with
wholly technical elements that implement technical meth-
ods. In the disclosure, specially programmed computers,
using a special-purpose distributed computer system design,
execute functions that have not been available before in a
new manner using instructions ordered in a new way, to
provide a practical application of computing technology to
the technical problems identified in the Background. Every
step or operation that is functionally described in the dis-
closure is intended for implementation using programmed
instructions that are executed by a computer. In this manner,
the disclosure presents a technical solution to a technical
problem, and any interpretation of the disclosure or claims
to cover any judicial exception to patent eligibility, such as
an abstract idea, mental process, method of organizing
human activity, or mathematical algorithm, has no support in
this disclosure and is erroneous.

[0059] In one embodiment, a distributed computer system
comprises a server computer 110 that is communicatively
coupled to client computing device 120 over network 100.
Network 100 broadly represents any combination of one or
more data communication networks including local area
networks, wide area networks, internetworks, or internets,
using any of wireline or wireless links, including terrestrial
or satellite links. The network(s) may be implemented by
any medium or mechanism that provides for the exchange of
data between the various elements of FIG. 1A. The various
elements of FIG. 1 may also have direct (wired or wireless)
communication links. The server computer 110, the client
computing device 120, and other elements of the system
may each comprise an interface compatible with the network
100 and may be programmed or configured to use standard-
ized protocols for communication across the networks such
as TCP/IP, Bluetooth, or higher-layer protocols such as
HTTP, TLS, and the like.

[0060] In one embodiment, client computing device 120
may be a computer that includes hardware capable of
communicatively coupling the device to one or more server
computers, such as server computer 110, over one or more
service providers. For example, the client computing device
120 may include a network card that communicates with
server computer 110 through a home or office wireless router
that is communicatively coupled to an internet service
provider. The client computing device 120 may be a smart-
phone, personal computer, tablet computing device, PDA,
laptop, or any other computing device capable of transmit-
ting and receiving information and performing the functions
described herein.

[0061] In one embodiment, the client computing device
120 may comprise device memory 128, operating system
122, application program 124, and application extension
126. In one embodiment, client computing device 120 hosts
and executes the application program 124, which the client
computing device 120 may download and install from server
computer 110, an application store, or another repository.
The application program 124 is compatible with server
computer 110 and may communicate with the server com-
puter 110 using an app-specific protocol, parameterized
HTTP POST and GET requests, and/or other programmatic
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calls. In some embodiments, application program 124 com-
prises a conventional internet browser application that can
communicate over network 100 to other functional elements
via HTTP and is capable of rendering dynamic or static
HTML, XML, or other markup languages, including dis-
playing text, images, accessing video windows and players,
and so forth. In some embodiments, server computer 110
may provide an application extension 126 for application
program 124 through which the foregoing kinds of commu-
nication and other functionality may be implemented. In
embodiments, a device display 180, such as a screen, may be
coupled to the client computing device 120.

[0062] The server computer 110 may be implemented
using a server-class computer or other computer having one
Or more processor cores, co-processors, or other computers.
The server computer 110 may be a physical server computer
and/or virtual server instance stored in a data center, such as
through cloud computing. In one embodiment, server com-
puter 110 may be implemented using two or more processor
cores, clusters, or instances of physical machines or virtual
machines, configured in a discrete location or co-located
with other elements in a data center, shared computing
facility, or cloud computing facility.

[0063] In one embodiment, server computer 110 may
comprise data processing instructions 104 coupled to both
presentation instructions 102 and memory 111. Memory 111
may represent any memory accessible by the server com-
puter 110 including a relational database, a data lake, cloud
data storage, local hard drives, computer main memory, or
any other form of electronic memory. In various embodi-
ments, server computer 110 may store and execute
sequences of programmed instructions of various types to
cause the execution of various methods. As one example,
server computer 110 may execute the data processing
instructions 104 and the presentation instructions 102 in
various programmed methods, but server computer 110 may
also execute other types of programmed instructions in one
or more embodiments. The data processing instructions 104
may be executed by the server computer 110 to process or
transform data, such as by executing a programmed machine
learning model, or to cause data stored in memory 111 to be
transmitted to client computing device 120 over the network
100. In various embodiments, presentation instructions 102
may be executed by server computer 110 to cause presen-
tation in a display of a computing device communicating
with server computer 110 over network 100, such as client
computing device 120, or to cause the transmission of
display instructions to such a computing device, the display
instructions formatted to cause such presentation upon
execution.

[0064] Rather than comprising a general-purpose com-
puter, the server computer 110 is specially configured or
programmed with the functional elements shown in FIG.
1A. In one embodiment, server computer 110 is pro-
grammed to receive call transcript data 132 comprising call
transcripts over network 100 from client computing device
120 and to store the call transcript data. In one embodiment,
call transcript data 132, including one or more call tran-
scripts, is stored in memory 111 of server computer 110.
Each call transcript may comprise an electronic digital
representation of a verbal transcription of a call between two
or more parties. For example, a call transcript for a call
dealership may comprise a written dialogue between an
agent and a customer that has been transcribed from an audio
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conversation between the agent and the customer. The call
transcripts may include data labeling portions of the dia-
logue with identifiers of the parties and/or party types. For
example, when used for conversations between a customer
and a goods or services provider, the portions of the dialogue
may be labeled based on whether the portions were spoken
by a customer or by an agent of the goods or services
provider.

[0065] Referring again to FIG. 1A, in one embodiment,
server computer 110 may execute programmed instructions
formatted to cause generating and/or digitally storing a
classifier model 150 comprising a machine learning statis-
tical topic model 130 and a classifier 140. In one embodi-
ment, the machine learning statistical topic model 130 is
programmed to model call transcript data representing
words spoken on a call as a function of one or more topics
of'a set of topics, the set of topics being modeled to comprise
a set of pre-seeded topics and a set of non-pre-seeded topics,
and the one or more topics being modeled as a function of
a probability distribution of topics. The classifier model 150
may comprise computer-readable instructions which, when
executed by one or more processors, cause the server
computer 110 to compute one or more output outcomes or
labels based on input call transcripts. The classifier model
150 may comprise a mathematical model that is trained at
the server computer 110 or trained at an external computing
device and provided to the server computer 110. In some
embodiment, the classifier model 150 is digitally stored in
memory 111 of server computer 110. In some embodiments,
the classifier model 150 may instead be digitally stored in
device memory 128 of client computing device 120 after it
is trained at the server computer 110.

[0066] In one embodiment, server computer 110 may
execute programmed instructions formatted to cause pre-
seeding of the machine learning statistical topic model 130
with a set of keyword groups 134, each keyword group
associating a respective set of keywords with a topic of the
set of pre-seeded topics. For example, the machine learning
statistical topic model 130 may be programmed to model
each word represented in the call transcript data 132 as being
drawn from one or more topic probability distributions of a
plurality of topic probability distributions, the plurality of
topic probability distributions comprising a plurality of
mixture topic probability distributions each modeled as
being drawn from a first type of prior distribution and being
associated with a pre-seeded topic and a plurality of non-
mixture topic probability distributions each modeled as
being drawn from a second type of prior distribution and
being associated with a non-pre-seeded topic. In one
embodiment, the keyword groups 134 are stored in memory
111 of server computer 110. In one embodiment, digital
input specifying one or more of the keyword groups 134 or
pre-seeded topics is received, at server computer 110, from
client computing device 120, over network 100.

[0067] In one embodiment, server computer 110 may
execute programmed instructions formatted to cause train-
ing the topic model using unlabeled training data 136. In one
embodiment, the unlabeled training data 136 may comprise
an initial set of call transcript data, each call transcript data
of the initial set of call transcript data comprising an
electronic digital representation of a verbal transcription of
a call between a first person of a first person type and a
second person of a second person type, the initial set of call
transcript data having been created based on speech-to-text
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recognition of audio recordings of an initial set of calls. In
various embodiments, the classifier 140 may be conjoined
with the machine learning statistical topic model 130, either
before or after the pre-seeding with keyword groups 134 or
the training with unlabeled training data 136 at the server
computer 110. In various embodiments, the classifier 140
may be programmed as a linear classifier comprising one of
a Finnish Horseshoe Model, an 1.2 Logistic Regression, or
a Logistic Regression using the Horseshoe Potential, or as
another type of classifier, linear or nonlinear.

[0068] In one embodiment, server computer 110 may
execute programmed instructions formatted to cause train-
ing the classifier model 150 using labeled training data 142,
which may be stored in memory 111. In one embodiment,
the classifier model 150 is initially trained with a set of
labeled training data 142 annotated by human domain-
specific experts and subsequently updated through active
learning.

[0069] In one embodiment, server computer 110 may
execute programmed instructions formatted to cause input-
ting call transcript data 132 into the classifier model 150 to
automatically evaluate one or more call transcripts. Using
the classifier model 150, as described further herein, the
server computer 110 may execute programmed instructions
formatted to identify one or more abstract representations
for the call transcripts, which are then used to programmati-
cally predict outcomes or call classifications 154 (in other
words, classification labels) for the calls. In one embodi-
ment, server computer 110 may execute programmed
instructions formatted to cause determining one or more call
topics 152 for each call. Server computer 110 may then
execute programmed instructions formatted to cause digi-
tally storing the call transcripts with data identifying the one
or more representations, outcomes, labels, or topics. In one
embodiment, server computer 110 is programmed to store
additional data relating to the one or more representations,
outcomes, labels, or topics. In some embodiments, the server
computer 110 may execute programmed instructions for-
matted to remove a call transcript from digital storage after
its representations have been identified.

[0070] Inoneembodiment, additional data stored with call
transcripts include explainability data related to the labeling
of one or more topics or the prediction of one or more
outcomes or labels. Bayesian models, such as the models of
the present disclosure, may have technical advantages over
neural models which tend to be “black box,” in that the
Bayesian models can be programmed to output robust
explainability data. Here, data may be represented in the
form of topics. Thus, server computer 110 may be pro-
grammed, in an embodiment, to execute instructions for-
matted to cause highlighting or other identification of one or
more topics in a digital representation of a call transcript
which contributed most to a predicted label or outcome. In
an embodiment, this highlighting or identification is instead,
or additionally, effectuated on a per-word level, wherein one
or more words in the call transcript data 132 most predictive
of an assigned label or outcome are highlighted or otherwise
identified in a digital representation of a call transcript. In
one embodiment, server computer 110 may also execute
programmed instructions formatted to cause the generation
and digital storage in memory 111 of explainability sum-
mary data which aggregates or summarizes batches of the
explainability data.
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[0071] In one embodiment, server computer 110 stores
corrective data 160 in memory 111. Server computer 110
may execute programmed instructions formatted to generate
and/or digitally store the corrective data 160 based on the
digitally stored call topics 152 and the digitally stored call
classifications 154 as part of a programmed active learning
process. For example, server computer 110 may transmit
programmed instructions to client computing device 120
formatted to cause display of a prompt in a graphical user
interface displayed on device display 180. The prompt may
query a user of client computing device 120 to provide
feedback on whether one or more call topics 152 or call
classifications 154 predicted by server computer 110 are
accurate for one or more calls. Responsive to receiving reply
input from client computing device 120, server computer
110 may update the classifier model 150 digitally stored in
memory 111. In one embodiment, updating the classifier
model 150 through an active learning process may occur
regularly or automatically as server computer 110 receives
feedback input from client computing device 120. In one
embodiment, the corrective data 160 represents batches of
feedback that may be processed only after a triggering
condition is met. For example, responsive to determining at
the server computer 110, based on a set of feedback input
comprising a first feedback input, that prediction accuracy of
the classifier model 150 is below a threshold prediction
accuracy, server computer 110 may execute programmed
instructions formatted to cause updating the classifier model
150 using the corrective data 160. In some embodiments, a
corrective data set can be formed from the corrective data
160 and used to update the classifier model 150 to improve
the accuracy of its predictions. In an embodiment, the
corrective data set may also include information from one or
more new batches of unlabeled calls.

[0072] In one embodiment, the server computer generates
representation and category data 118 from a plurality of
categorized call transcripts. The representation and category
data 118 may comprise aggregated information from a
plurality of categorized call transcripts. For example, the
representation data may identify each of a plurality of
thematic elements, the average length of time spent on each
theme per call, the total amount of time spent on each theme,
and/or other aggregated information regarding the call tran-
scripts or modeled representations.

[0073] In some embodiments, to execute the various tech-
niques described in this disclosure, server computer 110 may
execute functions defined or specified in one or more code
libraries, information of which may be stored in memory 111
or dynamically accessible by server computer 110.

[0074] For purposes of illustrating a clear example, FIG.
1A shows a limited number of instances of certain functional
elements. However, in other embodiments, there may be any
number of such elements. For example, embodiments with
multiple client computing devices may include a first client
computing device or first plurality of client computing
devices which sends the call transcripts to the server com-
puter and a second client computing device or second
plurality of client computing devices which receives the
representation, outcome, and label data from the server
computer. Further, the server computer 110 may be imple-
mented using two or more processor cores, clusters, or
instances of physical machines or virtual machines, config-
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ured in a discrete location or co-located with other elements
in a data center, shared computing facility, or cloud com-
puting facility.

2.2 Model Foundation

[0075] FIG. 1B illustrates one example of a computer-
implemented NLP processing model that could be used in an
embodiment of the techniques herein. A belief network that
is structured as in FIG. 1B contains an explicit hierarchical
and statistical structure that is appropriate for NLP. Since
this structure is integral to the model, learning the structure
from training data or data under evaluation is not required.
Furthermore, the statistical nature of the model precludes
over-fitting the data. Therefore, models like FIG. 1B are
highly efficient and can produce useful output even with
datasets that are extremely small when compared to those
required by neural network-based models.

[0076] A belief network model like FIG. 1B can receive,
as input, text that is unstructured and not categorized. In
FIG. 1B, labels 1 denote labeled input data, and when labeled
data is present, the model will take the labels into account.
In some embodiments, keyword groups specified by the user
can be specified. Additions of this kind can assist the model
to train on smaller datasets and can offer control to the user
concerning what the model learns from the data, but they are
not required.

[0077] A key feature of the model of FIG. 1B is topics,
denoted m. Alternatively, caller-specific variations and
agent-specific variations are denoted ¢° and ¢, respectively.
Call topics are denoted © in FIG. 1B. Subsequent sections
discuss the topic prevalence, denoted as a in FIG. 1B. The
foregoing elements are formally defined only as seen in FIG.
1B, which represents a large equation fit to the data available
to the inventors. The foregoing elements function in part as
follows:

[0078] 1. The topics M or ¢ represent recurring themes
in the dataset. These are abstract entities that the model
learns from the data but can be viewed as probability
distributions over words.

[0079] 2. Each individual call comprises a mixture of
topics referred to as call topics ®. The components of
O represent a probability distribution over topics; con-
sequently, these components all are positive and sum to
“1”. The call topics © detail the model’s inference of
what each call is about.

[0080] 3. The topic prevalence a is also a probability
distribution over topics, analogous to ®. Rather than
representing a single call, however, the components of
a represent the proportion of each topic in the entire
dataset. The prevalence a serves as a prior for the call
topics ©.

[0081] FIG. 1C illustrates an example computer-imple-
mented process that can be programmed as part of an
embodiment. FIG. 1C and each other flow diagram herein is
intended as an illustration at the functional level at which
skilled persons, in the art to which this disclosure pertains,
communicate with one another to describe and implement
algorithms using programming. The flow diagrams are not
intended to illustrate every instruction, method object, or
sub-step that would be needed to program every aspect of a
working program but are provided at the same functional
level of illustration that is normally used at the high level of
skill in this art to communicate the basis of developing
working programs.
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[0082] In an embodiment, at block 10, the process of FIG.
1C is programmed for creating, by digitally generating, and
storing a machine learning statistical topic model in com-
puter memory, the topic model being programmed to model
call transcript data representing words spoken on a call as a
function of one or more topics of a set of topics. The
techniques of U.S. Pat. No. 11,410,644 can be used to create
and store a machine-learning model in memory based on
Bayesian belief network techniques. The set of topics mod-
eled comprise an optional set of pre-seeded topics and a set
of non-pre-seeded topics. The topic model is programmati-
cally pre-seeded with a set of keyword groups, each key-
word group associating a respective set of keywords with a
topic of the set of pre-seeded topics. The model is program-
matically trained using labeled training data, unlabeled
training data, or a mixture of both.

[0083] A classifier is conjoined to the topic model to create
a classifier model. The classifier defines a joint probability
distribution over topic vectors and one or more observed
labels. The classifier is programmatically trained using only
the labeled training data if it is provided.

[0084] With these preparatory steps complete, a computer
system with the classifier model can receive an electronic
document, including but not limited to target call transcript
data comprising an electronic digital representation of a
verbal transcription of a target call. The method is pro-
grammed for determining, using the topic model, at least one
of one or more topics of the target call, and using the
classifier model, one or more classifications of the target
call, and digitally storing the target call transcript data with
additional data indicating the determined one or more topics
of the target call and/or the determined one or more classi-
fications of the target call.

[0085] At block 12, the process is programmed for access-
ing, in computer storage, a first digitally stored electronic
document comprising a first text. The first text can be the
target for a comparison of its similarity to the target call
transcript data or other data that has been previously pro-
cessed at block 10 using the model. The document of block
12 could comprise another stored call transcript, a word
processing document, a web page, or any other electronic
document.

[0086] At block 14, the process is programmed for receiv-
ing computer input specifying a search query comprising
one or more search terms and processing the search query
using the classifier model to output a query topic vector
representing the thematic content of the search query.
Examples are provided in other sections herein and are
shown in FIG. 5, FIG. 6A, FIG. 6B; for example, elements
504, 604 can be considered visualizations of query topic
vectors, which also consist of probability distributions of the
associated terms.

[0087] At block 16, the process is programmed for pro-
cessing the first text using the classifier model to output and
store in the computer memory a first plurality of topic
vectors each representing a topic in the text. The first
plurality of topic vectors can be viewed as candidates for
similarity comparison to the query topic vector.

[0088] At block 18, the process is programmed for, using
the query topic vector and the first plurality of topic vectors,
calculating a plurality of similarity values, each of the
similarity values representing a similarity of the query topic
vector to a particular topic vector among the first plurality of
topic vectors. Specific techniques using distance metric
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algorithms or similar measures of similarity are described
herein in other sections, and any of those algorithms can be
used at block 18.

[0089] At block 20, the process is programmed for out-
putting a visual display that specifies one or more topic
vectors among the first plurality of topic vectors having one
or more corresponding similarity values that are greater than
a specified threshold similarity value. In some embodiments,
the similar topic vectors can be displayed in an order of
similarity, or with an integer or real number representing
similarity. In other embodiments, the visual display can
include an unordered set of topic vectors with no numeric
data.

[0090] In some embodiments, before calculating the plu-
rality of similarity values, the process is programmed for
sorting the first plurality of topic vectors according to a
corpus-level prevalence of the topics represented in the first
plurality of topic vectors, thereby creating a first set of sorted
topic vectors, and executing the calculating according to an
order of the first set.

[0091] In some embodiments, the process is further pro-
grammed for accessing a second digitally stored electronic
document comprising a second text; processing the second
text using the trained topic model to output a second
plurality of topic vectors each representing another topic in
the second text; sorting the second plurality of topic vectors
based upon the corpus-level prevalence of the topics repre-
sented in the second plurality of topic vectors, thereby
creating a second set of sorted topic vectors; comparing the
first set to the second set; outputting a visual display
indicating an overlap of the topics in the first set and the
second set. In an embodiment, the process is programmed
for performing the similarity calculation by calculating a
distance metric that measures the similarity of the first set
and the second set. The distance metric can be calculated as
any of a Hellinger distance, a Jensen-Shannon divergence, a
total variation distance, or a Wasserstein metric.

[0092] In some embodiment, the process is programmed
for outputting a second visual display indicating prevalence
values corresponding to the prevalence, in the corpus com-
prising the first text, the second text, and a plurality of other
texts, of the topics in the first set and the second set.
[0093] In some embodiments, the search query can be a
first structured query language (SQL) query to transform the
search query into the query topic vector. In this embodiment,
calculating the plurality of similarity values can use a second
SQL query to calculate a distance metric.

[0094] In some embodiments, the classifier model is ini-
tially untrained, and the process of FIG. 1C is further
programmed for receiving a plurality of training queries,
each of the training queries comprising one or more terms;
using the classifier model, a corpus of digitally stored text
documents, and the plurality of training queries, inferentially
processing each of the training queries to output a set of
training topics corresponding to inferred thematic contents
of the training queries; using the classifier model and the
corpus, processing the corpus to output a set of document
topics corresponding to inferred thematic contents of the text
documents in the corpus; calculating a plurality of training
similarity values that measure similarities of the training
topics to the document topics; identifying a set of similar
text documents that have training similarity values greater
than a specified similarity threshold; visually outputting
portions of the similar text documents that are associated
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with document topics that are similar to the training topics.
Such an embodiment also can be programmed for visually
highlighting one or more words of the portions of the text
documents that are similar to one of the training queries.
Such embodiments also can include receiving input speci-
fying one or more of the portions; in response to the input,
updating the training queries by performing one of adding
the portions that were specified via the input to the plurality
of training queries, or replacing the plurality of the training
queries with the portions that were specified via the input;
and repeating the process using the training queries.

2.3 Description of Example Dataset

[0095] A model like that described in the preceding sec-
tion is fit to or trained on, digitally stored electronic text
representations of transcripts of a set of calls. The dataset
may be labeled in part and may be augmented with keyword
definitions. To facilitate a clear example, assume that the
dataset comprises unlabeled calls of consumers to a tree-
trimming service. In one experiment, the inventor executed
the model of FIG. 1B in an unsupervised fashion on 20,000
unlabeled calls to determine recurring themes in the dataset.
These themes are represented as topics, which are probabil-
ity distributions over words, conditioned on the theme being
discussed. Example topics could include the following, in
which each topic is denoted by its most representative
words:

Topics

[0096] credit expiration card invoice pay visa payment
receipt okay dollar invoice pay payment dollar bill
corporate account mail balance check dollar hundred
minimum thousand okay five cost price three fifty

[0097] stump grind remove grinding stomp ground
removal stamp grinder dump dormant winter prune
schedule september december percent discount incen-
tive year treatment fertilization okay fertilizer fertilize
do injection renewal deep storm branch damage fall
limb big the down of roof lawn grass weed fertilizer
application control fertilize seed do aeration spray crab
apple gypsy moth scab caterpillar worm treatment
spring

[0098] oclock tomorrow eleven appointment thirty
twelve ten today reschedule at cancel reschedule
appointment tomorrow oclock okay schedule thank for

[0099] The topics shown in the table above are learned
from the entire dataset. [n addition to learning the represen-
tative words for each topic, the model learns how frequently
each topic occurs, over the entire dataset, and for each
individual call. FIG. 2 illustrates topics sorted by frequency
and indexed by rank: Topic O is the most frequent topic;
Topic 1 is the second most frequent, and so on. First bars 202
show the corpus-wide probability distribution a. In the
example of FIG. 2, about ten topics account for half of
everything spoken. Individual calls vary significantly from
this average. Second bars 204 show the distribution ® for a
randomly selected call. Based on FIG. 2, it will be apparent
that the call does not contain every topic, and that its
distribution is distinct from the corpus mean. For example,
Topic 85 is rare over the complete corpus but is quite
prominent in the particular call of FIG. 2. Such variability
and uniqueness characterize most human conversations.
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[0100] These properties of the topic representation enable
the model herein to create a distinctive representation of any
input text. Moreover, this representation is directly interpre-
table in terms of the input’s thematic content as inferred
from the original training dataset.

2.4 Semantic Similarity Measurement

[0101] In an embodiment, topic vectors may be used to
measure the similarity between any pair of calls. Once the
model of FIG. 1B is trained, it can transform any text input
into its topic representation. Embodiments are described for
pairs of calls, for comparing calls to a free-form search
query, and for or comparing portions of a call to a query. Any
two types of text may be compared using this technique,
though they should be related in some way to the original
training dataset for the results to be meaningful.

2.4.1 Calls with Virtually No Semantic Overlap

[0102] In the first example, two calls are shown, with
virtually no semantic overlap. The model of FIG. 1B rep-
resents each call as comprised of a multiplicity of topics, or
recurring themes in the dataset. These topics can be enu-
merated and sorted in decreasing order of their corpus-wide
prevalence. FIG. 3 illustrates the distribution of FIG. 2 with
additional bars to indicate two new calls denoted call 1 (at
bars 304) and call 2 (at bars 302). In FIG. 3, each bar 302
represents a distinct topic, and the height of the bar denotes
how frequently that topic appears in call 2. FIG. 3 shows an
example in which about 25-30 topics account for the bulk of
the content on the calls; however, there is a long tail of
distinct topics. This is a typical feature of natural language.
[0103] The bars 202 in FIG. 3 represent the corpus-level
prevalence of each topic; in a sense, it represents an “aver-
age” call. The bars 304, 302 in FIG. 3 show the thematic
content of two specific calls. Note that individual calls differ
appreciably from the corpus-level prevalence shown in bars
202; real conversations are highly individualistic and are not
well represented by the average. Note also that each call
consists of only a small number of topics. Moreover, even
though topic numbers “73” and “85” are rare in the complete
corpus, they are common in Call 1 and Call 2, respectively.
Thus, this thematic representation of calls is both distinctive
and parsimonious.

[0104] In this example, the two calls show virtually no
thematic overlap: bars 304, 302 occur in different locations
in the plot, so that Call 1 and Call 2 consist of disjoint sets
of topics. An embodiment can measure the similarity
between pairs of calls by calculating a similarity value,
which can be viewed as a form of distance metric. Embodi-
ments can use any distance metric d(6,, 8,) which meets the
constraints:

(81, 62)°0 (non—negative)
d6,0,)=0iff 6, =6, (identity)
d(6h, 62) = d(0, 61) (symmetry)

d(bh, 63) <d@1, 62) +d(02, 03) (triangle inequality)

dA + (1 =, Ay + (1 -V <

joint convexit
Ad(By, ) + (1= Dd(@s, 7) G v

[0105] Embodiments operate using probability distribu-
tions, which live on a simplex, rather than true Euclidean
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vectors. Therefore, certain existing distance metrics do not

meet the foregoing constraints. Various embodiments can

calculate similarity measures using any of the following:
[0106] 1. The Hellinger distance metric, calculated as:

O 0= |53 (\rr e )

k

[0107] 2. The Jensen-Shannon divergence, calculated
as:

1 014 Ok
djs(6h, 02) = 3 Zgl,klog T +Zgz,k10g T —|If
K 5(91,1( +h) * 5(91,1( +024)

[0108] 3. The total variation distance is calculated as:

dryp (01, 02) = suplOyx — 024,
K

[0109] 4. The Wasserstein metric.

[0110] In the example shown above, the distributions have
a Hellinger distance of 0.94, indicating near-total dissimi-
larity.

[0111] Because topics represent human-interpretable
themes, embodiments can be programmed to visually dis-
play topics for inspection to enable an analyst or other user
to understand what distinguishes these calls. The topics of
each call are shown below. In Call 1, the caller leaves a
voicemail requesting an estimate for cleanup from storm
damage, and Call 2 consists mostly of hold messages and
likely contains no conversation.

Call 1 Topics

[0112] tone message pound press finish option record
leave zero hang storm branch damage fall limb big the
down of roof the front side house neighbor yard tree
property backyard branch estimate an come give out
appointment tree to and for

Call 2 Topics

[0113] listing press status google suspend business
cough insure active delete dial extension pm message
pound tone denver normal hour press message tone
hour pm pound press seven business four return emer-
gency endanger tone message press immediate pound
return quality

2.4.2 Calls with Substantial Semantic Overlap

[0114] FIG. 4 shows calls with partial semantic overlap. In
the example of FIG. 4, a graph 402 comprises first bars 204
representing the occurrences of topics in a corpus as a
whole, second overlapping bars 406 and third overlapping
bars 408. The overlapping bars indicate the presence of a
particular topic in both Call 1 and Call 2. Bars 406 and bars
408 largely overlap at topics 3 and 6, meaning that the calls
represented respectively by the individual bars of second
overlapping bars 406, the same two calls represented by the
individual bars of third overlapping bars 408, have two
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prominent topics in common. Since these topics have low
ranks, they are also common in the dataset as a whole.
[0115] In an embodiment, a user interface can be pro-
grammed to receive input to specify an inspection of the
calls represented in the bars. In one embodiment, in response
to input to specify an inspection of the calls, the system is
programmed to display portions of call transcripts corre-
sponding to the topics of the calls. As an example, Call 1 and
Call 2 each may relate to callers who want to schedule
appointments:

Call 1 Topics

[0116] Okay week sooner book yeah backlog to out be
right

[0117] okay right all let yeah bye thank here see hold

[0118] oclock okay tuesday thursday wednesday mon-
day eleven thirty week next

[0119] okay san antonio zip allison code yes expert
oclock

Call 2 Topics

[0120] oclock okay tuesday thursday wednesday mon-
day eleven thirty week next

[0121] storm branch damage fall limb big the down of
roof

[0122] chip dump mulch pile wood truck chipper ship
drop load

[0123] okay right all let yeah bye thank here see hold
[0124] The first caller appears to be re-scheduling an
appointment, while the second caller appears to be discuss-
ing specific services. Both callers discuss scheduling, how-
ever. The topic distributions for Call 1 and Call 2 have a
Hellinger distance of 0.38, indicating a substantial degree of
overlap. This is a fairly high similarity for calls, since two
calls are unlikely to be exactly identical in all of their
thematic content.

2.5 Scalable Implementation in Database Systems

[0125] In one embodiment, calculating a similarity mea-
sure or distance metric can be implemented as a structured
query language (SQL) function in a data repository or
relational database system. An SQL implementation can
permit rapid computation, since search queries may be
efficiently distributed across a large number of servers if
needed. TABLE 1 presents an example code for a SQL
function.

TABLE 1

EXAMPLE SQL FUNCTION

CREATE OR REPLACE FUNCTION
hellinger_sum(x ARRAY<FLOAT>)

RETURNS FLOAT

RETURN

sqrt(.5*AGGREGATE(x, 0::float, (acc, value) -> acc + value));

CREATE OR REPLACE FUNCTION
hellinger_distance(theta_l ARRAY<FLOAT>, theta_2 ARRAY<FLOAT>)

RETURNS FLOAT

RETURN

hellinger_sum(

TRANSFORM(
arrays_zip(theta_l, theta_2),
x -> pow(sqrt(x[ ‘theta_1"]) — sqrt(x[‘theta_2"]), 2)))
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[0126] For example, an embodiment can be programmed
to transform an example query into a topic vector denoted
“theta_query” using the model. A further query can be
configured to find the 25 most similar calls from a saved
dataset denoted “dataset” as shown in TABLE 2:

TABLE 2

EXAMPLE SQL FUNCTION

WITH t as (
SELECT
CU_ID,
hellinger_distance(theta_query, theta) as distance,
doc
FROM dataset

)

SELECT *

FROM t

ORDER BY distance ASC
LIMIT 25

2.6 Review of Examples

[0127] The examples described in the preceding sections
show how the topics discovered by the model may be used
to identify similar and dissimilar calls. The ranking is not
binary but provides degrees of similarity. Moreover, since
the topics are designed to be human-interpretable, embodi-
ments can be programmed to show excerpts of transcripts to
indicate why the model determined two calls were or were
not similar. The user could, if desired, choose to have the
ranking ignore certain topics deemed to be irrelevant to the
task. Thus, the property of interpretability not only explains
the rankings but also permits the user a great deal of control
over the matches.

[0128] Because the model can transform any text input
into a topical representation, different applications can use
the model to process data other than transcripts of pairs of
calls. Example applications include a search engine for text
or documents that ranks the text or document by similarity
to a query entered by the user; a search engine that ranks
particular exchanges between callers and agents, or other
subsets of calls; a search engine that can locate other calls,
text, or documents that are similar to input specifying a
portion of a first call, text, or document.

3. Addressing Cold Start in Active Learning

3.1 Overview

[0129] When the model of FIG. 2 is applied to a semantic
or thematic search engine, the effect of one implementation
can be to receive free-form queries as natural text and use a
trained model to infer the thematic content of the queries.
The implementation can be programmed to sort calls based
on thematic similarity to the queries using the same mecha-
nism detailed in the previous section. Functionally, the
approach is the same as for the ranking described in the
previous section, except that a free-form query is the basis
of comparison, rather than a particular call.

[0130] In an embodiment, the model can be applied to the
problem of “cold start” in active learning. Active learning is
a special case of machine learning in which a partially
trained model helps filter the data as it is labeled; thus, the
model thus plays an active role in its own training. Active
learning can significantly reduce the work required to train
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machine learning models, but it requires a partially trained
model at the outset. The initial batch of training data
therefore cannot be obtained via active learning, and other
means must be found; this is known as the cold start
problem. In an embodiment, the model of FIG. 2 is executed
to perform a semantic search; this is effectively a zero-shot
model, which returns relevant results without any labeled
data. A first search can identify a first batch of calls with
which to start an active learning loop.

[0131] As an example, assume that a user is associated
with a network of healthcare clinics and assume further that
a goal is to build a machine learning model to flag calls about
SARS CoV-2. The user might enter the following queries as
examples of what might be asked on a call:

Query Examples (Natural Language Input)

[0132] I want to know what precautions you are taking
for covid.
[0133] Do I need to take a test before I can come into

an appointment?

[0134] Have you closed your offices for the quarantine?

[0135] Do I need to wear a mask to come into the
building?

[0136] Do you offer covid tests?

[0137] Can I get the covid vaccine?

[0138] Do you offer booster shots for the covid nineteen
vaccine?

[0139] Since the model of FIG. 2 is flexible about how it

handles input, these queries could be submitted together or
separately. Assume they were entered in bulk as a single
query. The model then infers the thematic content of these
queries as a set of topics:

Query Topics (Semantic Inference)

[0140] do covert diversity result drive location covid
test rapid
[0141] precaution vaccine positive you temple wear

fever mask quarantine
[0142] expose apply e click application online form link
fill website vaccine
[0143] receive first cancel dose covid second schedule
appointment vaccination shot
[0144] wait available patient text worker schedule
appointment list waiting
[0145] vaccination park drive front plaza locate where
there right building parking
[0146] patient opportunity visit definitely offer doctor
appointment you Medicare we
[0147] shortly to_make_an www dash vaccine covid_
nineteen_vaccine continue_to_hold
[0148] Importantly, the topics contain words and informa-
tion that are not in the queries. These topics represent
information that the model of FIG. 2 learned from the corpus
which is pertinent to the query. After the foregoing step, an
embodiment can be programmed to search for calls with
similar thematic content to the query, following the meth-
odology outlined above. Since the model has word-level
information about the topics in the call, an embodiment can
be programmed to present an augmented interface for the
search. For example, the interface can show only the por-
tions of the call pertinent to the search, and the interface can
highlight particular words which influenced the match. FIG.
5 illustrates an example computer display device with a
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graphical user interface that can be programmed in one
embodiment. In FIG. 5, a GUI 502 comprises a topic region
504 that displays one or more topics of calls that match the
query. This represents a high-level summary of the call and
connects the call to the corpus as a whole. The GUI 502
further comprises a transcript region 506 that displays a
transcript of the call. Since topic information for each word
is available, the GUI 502 can be programmed to filter the
transcript to only show portions relevant to the search, and
region 506 represents such a filtered portion. Thus, while a
call could be 40 minutes long, region 506 can show only the
most pertinent passages. In an embodiment, in region 506,
one or more words such as words 508 are displayed using
visually distinct attributes, such as color, highlighting, or
other treatment that causes the words to stand out in the
region. This combination of features improves the efficiency
of reviewing the call and assessing how well the call
represented in region 506 matches the topic of region 405.
Rather than listening to potentially dozens of calls to find an
example, a search implementation can rapidly focus on a
target and use an augmented transcript in region 506 to
assess the match at a glance.

[0149] In the example of FIG. 5, certain words 508 are
highlighted as especially relevant, but those words were not
present in the initial query. The model of FIG. 2 used
auxiliary information derived from the corpus to learn that
these words are associated with the query. For example, the
words “rapid” and “testing” are the subject of the call and
were identified by the model as pertinent, but neither word
appears in the query. Further, the word “covert” represents
an error in transcribing the word “COVID,” again automati-
cally identified by the model as indicated by highlighting in
the transcript.

[0150] Inone embodiment, GUI 502 comprises a plurality
of GUI widgets 510, each of the widgets being associated
with a particular line or block of the transcript of region 506.
GUI widgets 510 can be programmed as checkboxes, but-
tons, or other elements that are capable of visual selection
using a pointing device or another input device. In an
embodiment, GUI 502 is programmed to receive input to
one or more of the widgets 510 to indicate that the user is
confirming that the associated portion of the transcript
matches the query. In an embodiment, in response to the
selection of one or more passages, the selected passages are
added to the query to refine the search. Alternatively, the
selected passages can replace the original query, enabling
the user to shift direction. Since searching is fast, this
operation can be done in real-time as the user checks calls.
This procedure can help users quickly refine their search to
a particular set of conversation topics. Users could use this
approach to review their data and/or curate training data for
other models.

3.2 Auditing and Modifying the Search Criterion

[0151] Embodiments can be programmed to receive input
to modify the search criterion and repeat the processes
described above. The effect of input to modify a search
criterion is not to change the original query in the hope of
obtaining a better result, but to directly modify the criterion
operating underneath the hood, thus effectively modifying
the internal algorithm, and fine-tuning it for a specific task.
[0152] To illustrate the function of such an embodiment,
assume that a user who sells business insurance runs the
query “I was looking to get a quote.” FIG. 6A illustrates an

Sep. 19, 2024

example of a portion of the graphical user interface of FIG.
5 displaying results from the query. Such a query is broad
and will map to many topics. In GUI 602 of FIG. 6A, one
topic 604 relates to restaurants and the food industry and is
displayed in association with a checkbox 606. In an embodi-
ment, input to select checkbox 606 modifies the search
criterion. Executing the query with the selection will return
results related to that particular topic. FIG. 6B illustrates an
example of the graphical user interface of FIG. 5 displaying
results from the query with the modified search criterion.
Topic 604 now appears as the query at the top of GUI 602.
Example calls prominently feature quote inquiries from
restaurants, as region 608 shows for an example transcript.
Checkboxes 610 are associated with lines of a transcript and
can be selected or deselected to shift the search based on
specific content, in addition to the abstract topics using
checkboxes 606, thus providing the user with a great deal of
control over the internal mechanics of the search.

4. Implementation Example—Hardware Overview

[0153] According to one embodiment, the techniques
described herein are implemented by at least one computing
device. The techniques may be implemented in whole or in
part using a combination of at least one server computer
and/or other computing devices that are coupled using a
network, such as a packet data network. The computing
devices may be hard-wired to perform the techniques, or
may include digital electronic devices such as at least one
application-specific integrated circuit (ASIC) or field pro-
grammable gate array (FPGA) that is persistently pro-
grammed to perform the techniques, or may include at least
one general purpose hardware processor programmed to
perform the techniques pursuant to program instructions in
firmware, memory, other storage, or a combination. Such
computing devices may also combine custom hard-wired
logic, ASICs, or FPGAs with custom programming to
accomplish the described techniques. The computing
devices may be server computers, workstations, personal
computers, portable computer systems, handheld devices,
mobile computing devices, wearable devices, body mounted
or implantable devices, smartphones, smart appliances,
internetworking devices, autonomous or semi-autonomous
devices such as robots or unmanned ground or aerial
vehicles, any other electronic device that incorporates hard-
wired and/or program logic to implement the described
techniques, one or more virtual computing machines or
instances in a data center, and/or a network of server
computers and/or personal computers.

[0154] FIG. 7 is a block diagram that illustrates an
example computer system with which an embodiment may
be implemented. In the example of FIG. 7, a computer
system 700 and instructions for implementing the disclosed
technologies in hardware, software, or a combination of
hardware and software, are represented schematically, for
example as boxes and circles, at the same level of detail that
is commonly used by persons of ordinary skill in the art to
which this disclosure pertains for communicating about
computer architecture and computer systems implementa-
tions.

[0155] Computer system 700 includes an input/output
(I/0) subsystem 702 which may include a bus and/or other
communication mechanism(s) for communicating informa-
tion and/or instructions between the components of the
computer system 700 over electronic signal paths. The /O
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subsystem 702 may include an I/O controller, a memory
controller and at least one I/O port. The electronic signal
paths are represented schematically in the drawings, for
example as lines, unidirectional arrows, or bidirectional
arrows.

[0156] At least one hardware processor 704 is coupled to
1/0 subsystem 702 for processing information and instruc-
tions. Hardware processor 704 may include, for example, a
general-purpose microprocessor or microcontroller and/or a
special-purpose microprocessor such as an embedded sys-
tem or a graphics processing unit (GPU) or a digital signal
processor or ARM processor. Processor 704 may comprise
an integrated arithmetic logic unit (ALU) or may be coupled
to a separate ALU.

[0157] Computer system 700 includes one or more units of
memory 706, such as a main memory, which is coupled to
1/O subsystem 702 for electronically digitally storing data
and instructions to be executed by processor 704. Memory
706 may include volatile memory such as various forms of
random-access memory (RAM) or other dynamic storage
device. Memory 706 also may be used for storing temporary
variables or other intermediate information during execution
of instructions to be executed by processor 704. Such
instructions, when stored in non-transitory computer-read-
able storage media accessible to processor 704, can render
computer system 700 into a special-purpose machine that is
customized to perform the operations specified in the
instructions.

[0158] Computer system 700 further includes non-volatile
memory such as read only memory (ROM) 708 or other
static storage device coupled to I/O subsystem 702 for
storing information and instructions for processor 704. The
ROM 708 may include various forms of programmable
ROM (PROM) such as erasable PROM (EPROM) or elec-
trically erasable PROM (EEPROM). A unit of persistent
storage 710 may include various forms of non-volatile RAM
(NVRAM), such as FLASH memory, or solid-state storage,
magnetic disk or optical disk such as CD-ROM or DVD-
ROM and may be coupled to /O subsystem 702 for storing
information and instructions. Storage 710 is an example of
a non-transitory computer-readable medium that may be
used to store instructions and data which when executed by
the processor 704 cause performing computer-implemented
methods to execute the techniques herein.

[0159] The instructions in memory 706, ROM 708 or
storage 710 may comprise one or more sets of instructions
that are organized as modules, methods, objects, functions,
routines, or calls. The instructions may be organized as one
or more computer programs, operating system services, or
application programs including mobile apps. The instruc-
tions may comprise an operating system and/or system
software; one or more libraries to support multimedia,
programming or other functions; data protocol instructions
or stacks to implement TCP/IP, HTTP or other communi-
cation protocols; file format processing instructions to parse
or render files coded using HTML, XML, JPEG, MPEG or
PNG:; user interface instructions to render or interpret com-
mands for a graphical user interface (GUI), command-line
interface or text user interface; application software such as
an office suite, internet access applications, design and
manufacturing applications, graphics applications, audio
applications, software engineering applications, educational
applications, games or miscellaneous applications. The
instructions may implement a web server, web application
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server or web client. The instructions may be organized as
a presentation layer, application layer and data storage layer
such as a relational database system using structured query
language (SQL) or no SQL, an object store, a graph data-
base, a flat file system or other data storage.

[0160] Computer system 700 may be coupled via 1/O
subsystem 702 to at least one output device 712. In one
embodiment, output device 712 is a digital computer dis-
play. Examples of a display that may be used in various
embodiments include a touch screen display or a light-
emitting diode (LED) display or a liquid crystal display
(LCD) or an e-paper display. Computer system 700 may
include other type(s) of output devices 712, alternatively or
in addition to a display device. Examples of other output
devices 712 include printers, ticket printers, plotters, pro-
jectors, sound cards or video cards, speakers, buzzers or
piezoelectric devices or other audible devices, lamps or LED
or LCD indicators, haptic devices, actuators or servos.
[0161] At least one input device 714 is coupled to 1/O
subsystem 702 for communicating signals, data, command
selections or gestures to processor 704. Examples of input
devices 714 include touch screens, microphones, still and
video digital cameras, alphanumeric and other keys, key-
pads, keyboards, graphics tablets, image scanners, joysticks,
clocks, switches, buttons, dials, slides, and/or various types
of sensors such as force sensors, motion sensors, heat
sensors, accelerometers, gyroscopes, and inertial measure-
ment unit (IMU) sensors and/or various types of transceivers
such as wireless, such as cellular or Wi-Fi, radio frequency
(RF) or infrared (IR) transceivers and Global Positioning
System (GPS) transceivers.

[0162] Another type of input device is a control device
716, which may perform cursor control or other automated
control functions such as navigation in a graphical interface
on a display screen, alternatively or in addition to input
functions. Control device 716 may be a touchpad, a mouse,
a trackball, or cursor direction keys for communicating
direction information and command selections to processor
704 and for controlling cursor movement on display 712.
The input device may have at least two degrees of freedom
in two axes, a first axis (e.g., X) and a second axis (e.g., y),
that allows the device to specify positions in a plane.
Another type of input device is a wired, wireless, or optical
control device such as a joystick, wand, console, steering
wheel, pedal, gearshift mechanism or other type of control
device. An input device 714 may include a combination of
multiple different input devices, such as a video camera and
a depth sensor.

[0163] In another embodiment, computer system 700 may
comprise an internet of things (IoT) device in which one or
more of the output device 712, input device 714, and control
device 716 are omitted. Or, in such an embodiment, the input
device 714 may comprise one or more cameras, motion
detectors, thermometers, microphones, seismic detectors,
other sensors or detectors, measurement devices or encoders
and the output device 712 may comprise a special-purpose
display such as a single-line LED or LCD display, one or
more indicators, a display panel, a meter, a valve, a solenoid,
an actuator or a servo.

[0164] When computer system 700 is a mobile computing
device, input device 714 may comprise a global positioning
system (GPS) receiver coupled to a GPS module that is
capable of triangulating to a plurality of GPS satellites,
determining and generating geo-location or position data
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such as latitude-longitude values for a geophysical location
of the computer system 700. Output device 712 may include
hardware, software, firmware and interfaces for generating
position reporting packets, notifications, pulse or heartbeat
signals, or other recurring data transmissions that specify a
position of the computer system 700, alone or in combina-
tion with other application-specific data, directed toward
host 724 or server 730.

[0165] Computer system 700 may implement the tech-
niques described herein using customized hard-wired logic,
at least one ASIC or FPGA, firmware and/or program
instructions or logic which when loaded and used or
executed in combination with the computer system causes or
programs the computer system to operate as a special-
purpose machine. According to one embodiment, the tech-
niques herein are performed by computer system 700 in
response to processor 704 executing at least one sequence of
at least one instruction contained in main memory 706. Such
instructions may be read into main memory 706 from
another storage medium, such as storage 710. Execution of
the sequences of instructions contained in main memory 706
causes processor 704 to perform the process steps described
herein. In alternative embodiments, hard-wired circuitry
may be used in place of or in combination with software
instructions.

[0166] The term “storage media” as used herein refers to
any non-transitory media that store data and/or instructions
that cause a machine to operation in a specific fashion. Such
storage media may comprise non-volatile media and/or
volatile media. Non-volatile media includes, for example,
optical or magnetic disks, such as storage 710. Volatile
media includes dynamic memory, such as memory 706.
Common forms of storage media include, for example, a
hard disk, solid state drive, flash drive, magnetic data storage
medium, any optical or physical data storage medium,
memory chip, or the like.

[0167] Storage media is distinct from but may be used in
conjunction with transmission media. Transmission media
participates in transferring information between storage
media. For example, transmission media includes coaxial
cables, copper wire and fiber optics, including the wires that
comprise a bus of I/O subsystem 702. Transmission media
can also take the form of acoustic or light waves, such as
those generated during radio-wave and infra-red data com-
munications.

[0168] Various forms of media may be involved in carry-
ing at least one sequence of at least one instruction to
processor 704 for execution. For example, the instructions
may initially be carried on a magnetic disk or solid-state
drive of a remote computer. The remote computer can load
the instructions into its dynamic memory and send the
instructions over a communication link such as a fiber optic
or coaxial cable or telephone line using a modem. A modem
or router local to computer system 700 can receive the data
on the communication link and convert the data to a format
that can be read by computer system 700. For instance, a
receiver such as a radio frequency antenna or an infrared
detector can receive the data carried in a wireless or optical
signal and appropriate circuitry can provide the data to /O
subsystem 702 such as place the data on a bus. /O subsys-
tem 702 carries the data to memory 706, from which
processor 704 retrieves and executes the instructions. The
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instructions received by memory 706 may optionally be
stored on storage 710 either before or after execution by
processor 704.

[0169] Computer system 700 also includes a communica-
tion interface 718 coupled to bus 702. Communication
interface 718 provides a two-way data communication cou-
pling to network link(s) 720 that are directly or indirectly
connected to at least one communication networks, such as
a network 722 or a public or private cloud on the Internet.
For example, communication interface 718 may be an
Ethernet networking interface, integrated-services digital
network (ISDN) card, cable modem, satellite modem, or a
modem to provide a data communication connection to a
corresponding type of communications line, for example an
Ethernet cable or a metal cable of any kind or a fiber-optic
line or a telephone line. Network 722 broadly represents a
local area network (LAN), wide-area network (WAN), cam-
pus network, internetwork or any combination thereof.
Communication interface 718 may comprise a LAN card to
provide a data communication connection to a compatible
LAN, or a cellular radiotelephone interface that is wired to
send or receive cellular data according to cellular radiotele-
phone wireless networking standards, or a satellite radio
interface that is wired to send or receive digital data accord-
ing to satellite wireless networking standards. In any such
implementation, communication interface 718 sends and
receives electrical, electromagnetic or optical signals over
signal paths that carry digital data streams representing
various types of information.

[0170] Network link 720 typically provides electrical,
electromagnetic, or optical data communication directly or
through at least one network to other data devices, using, for
example, satellite, cellular, Wi-Fi, or BLUETOOTH tech-
nology. For example, network link 720 may provide a
connection through a network 722 to a host computer 724.

[0171] Furthermore, network link 720 may provide a
connection through network 722 or to other computing
devices via internetworking devices and/or computers that
are operated by an Internet Service Provider (ISP) 726. ISP
726 provides data communication services through a world-
wide packet data communication network represented as
internet 728. A server computer 730 may be coupled to
internet 728. Server 730 broadly represents any computer,
data center, virtual machine or virtual computing instance
with or without a hypervisor, or computer executing a
containerized program system such as DOCKER or
KUBERNETES. Server 730 may represent an electronic
digital service that is implemented using more than one
computer or instance and that is accessed and used by
transmitting web services requests, uniform resource locator
(URL) strings with parameters in HTTP payloads, API calls,
app services calls, or other service calls. Computer system
700 and server 730 may form elements of a distributed
computing system that includes other computers, a process-
ing cluster, server farm or other organization of computers
that cooperate to perform tasks or execute applications or
services. Server 730 may comprise one or more sets of
instructions that are organized as modules, methods, objects,
functions, routines, or calls. The instructions may be orga-
nized as one or more computer programs, operating system
services, or application programs including mobile apps.
The instructions may comprise an operating system and/or
system software; one or more libraries to support multime-
dia, programming or other functions; data protocol instruc-
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tions or stacks to implement TCP/IP, HTTP or other com-
munication protocols; file format processing instructions to
parse or render files coded using HTML, XML, JPEG,
MPEG or PNG; user interface instructions to render or
interpret commands for a graphical user interface (GUI),
command-line interface or text user interface; application
software such as an office suite, internet access applications,
design and manufacturing applications, graphics applica-
tions, audio applications, software engineering applications,
educational applications, games or miscellaneous applica-
tions. Server 730 may comprise a web application server that
hosts a presentation layer, application layer and data storage
layer such as a relational database system using structured
query language (SQL) or no SQL, an object store, a graph
database, a flat file system or other data storage.

[0172] Computer system 700 can send messages and
receive data and instructions, including program code,
through the network(s), network link 720 and communica-
tion interface 718. In the Internet example, a server 730
might transmit a requested code for an application program
through Internet 728, ISP 726, local network 722 and
communication interface 718. The received code may be
executed by processor 704 as it is received, and/or stored in
storage 710, or other non-volatile storage for later execution.

[0173] The execution of instructions as described in this
section may implement a process in the form of an instance
of'a computer program that is being executed, and consisting
of program code and its current activity. Depending on the
operating system (OS), a process may be made up of
multiple threads of execution that execute instructions con-
currently. In this context, a computer program is a passive
collection of instructions, while a process may be the actual
execution of those instructions. Several processes may be
associated with the same program; for example, opening up
several instances of the same program often means more
than one process is being executed. Multitasking may be
implemented to allow multiple processes to share processor
704. While each processor 704 or core of the processor
executes a single task at a time, computer system 700 may
be programmed to implement multitasking to allow each
processor to switch between tasks that are being executed
without having to wait for each task to finish. In an embodi-
ment, switches may be performed when tasks perform
input/output operations, when a task indicates that it can be
switched, or on hardware interrupts. Time-sharing may be
implemented to allow fast response for interactive user
applications by rapidly performing context switches to pro-
vide the appearance of concurrent execution of multiple
processes simultaneously. In an embodiment, for security
and reliability, an operating system may prevent direct
communication between independent processes, providing
strictly mediated and controlled inter-process communica-
tion functionality.

[0174] In the foregoing specification, embodiments of the
invention have been described with reference to numerous
specific details that may vary from implementation to imple-
mentation. The specification and drawings are, accordingly,
to be regarded in an illustrative rather than a restrictive
sense. The sole and exclusive indicator of the scope of the
invention, and what is intended by the applicants to be the
scope of the invention, is the literal and equivalent scope of
the set of claims that issue from this application, in the
specific form in which such claims issue, including any
subsequent correction.
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What is claimed is:
1. A computer-implemented method executed using a
computing device, the method comprising:

digitally generating and storing a machine learning sta-
tistical topic model in computer memory, the topic
model being programmed to model call transcript data
representing words spoken on a call as a function of one
or more topics of a set of topics, the set of topics being
modeled to comprise a set of pre-seeded topics and a set
of non-pre-seeded topics, and the one or more topics
being modeled as a function of a probability distribu-
tion of topics; programmatically pre-seeding the topic
model with a set of keyword groups, each keyword
group associating a respective set of keywords with a
topic of the set of pre-seeded topics; programmatically
training the topic model using unlabeled training data;
conjoining a classifier to the topic model to create a
classifier model, the classifier defining a joint probabil-
ity distribution over topic vectors and one or more
observed labels; programmatically training the classi-
fier model using labeled training data; receiving target
call transcript data comprising an electronic digital
representation of a verbal transcription of a target call;
programmatically determining, using the classifier
model, at least one of one or more topics of the target
call or one or more classifications of the target call;
digitally storing the target call transcript data with
additional data indicating the determined one or more
topics of the target call and/or the determined one or
more classifications of the target call;

accessing, in computer storage, a first digitally stored
electronic document comprising a first text;

receiving computer input specifying a search query com-
prising one or more search terms;

processing the search query using the classifier model to
output a query topic vector representing a thematic
content of the search query;

processing the first text using the classifier model to
output and store in the computer memory a first plu-
rality of topic vectors each representing a topic in the
text;

using the query topic vector and the first plurality of topic
vectors, calculating a plurality of similarity values,
each of the similarity values representing a similarity of
the query topic vector to a particular topic vector
among the first plurality of topic vectors;

outputting a visual display that specifies one or more topic
vectors among the first plurality of topic vectors having
one or more corresponding similarity values that are
greater than a specified threshold similarity value.

2. The method of claim 1, further comprising:

before the calculating the plurality of similarity values,
sorting the first plurality of topic vectors according to
a corpus-level prevalence of the topics represented in
the first plurality of topic vectors, thereby creating a
first set of sorted topic vectors;

executing the calculating according to an order of the first
set.

3. The method of claim 2, further comprising:

accessing a second digitally stored electronic document
comprising a second text;

processing the second text using the trained classifier
model to output a second plurality of topic vectors each
representing another topic in the second text;
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sorting the second plurality of topic vectors based upon
the corpus-level prevalence of the topics represented in
the second plurality of topic vectors, thereby creating a
second set of sorted topic vectors;

comparing the first set to the second set;

outputting a visual display indicating an overlap of the

topics in the first set and the second set.

4. The method of claim 3, further comprising performing
the similarity calculation by calculating a distance metric
that measures a similarity of the first set and the second set.

5. The method of claim 4, further comprising calculating
the distance metric as any of a Hellinger distance, a Jensen-
Shannon divergence, a total variation distance, or a Wasser-
stein metric.

6. The method of claim 3, further comprising outputting
a second visual display indicating prevalence values corre-
sponding to the prevalence, in the corpus comprising the first
text, the second text, and a plurality of other texts, of the
topics in the first set and the second set.

7. The method of claim 1, further comprising executing
the processing of the search query using a first structured
query language (SQL) query to transform the search query
into the query topic vector.

8. The method of claim 7, further comprising calculating
the plurality of similarity values using a second SQL query
to calculate a distance metric.

9. The method of claim 8, further comprising calculating
the distance metric as any of a Hellinger distance, a Jensen-
Shannon divergence, a total variation distance, or a Wasser-
stein metric.

10. The method of claim 1, wherein the first text com-
prises a digitally stored text transcript of a previously
recorded voice call.

11. The method of claim 1, wherein the first text com-
prises a first digitally stored text transcript of a previously
recorded first voice call, and wherein the one or more search
terms comprise a selected portion of a second digitally
stored text transcript of a previously recorded second voice
call.

12. The method of claim 1, each vector in the first
plurality of topic vectors being a probability distribution.

13. The method of claim 1, the classifier model being
untrained, the method further comprising:

receiving a plurality of training queries, each of the

training queries comprising one or more terms;

using the classifier model, a corpus of digitally stored text

documents, and the plurality of training queries, infer-
entially processing each of the training queries to
output a set of training topics corresponding to inferred
thematic contents of the training queries;

using the classifier model and the corpus, processing the

corpus to output a set of document topics correspond-
ing to inferred thematic contents of the text documents
in the corpus;

calculating a plurality of training similarity values that

measure similarities of the training topics to the docu-
ment topics;

identifying a set of similar text documents that have

training similarity values greater than a specified simi-
larity threshold;

visually outputting portions of the similar text documents

that are associated with document topics that are simi-
lar to the training topics.
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14. The method of claim 13, further comprising visually
highlighting one or more words of the portions of the similar
text documents that are similar to one of the training queries.

15. The method of claim 13, further comprising:

receiving input specifying one or more of the portions;

in response to the input, updating the training queries by
performing one of: adding the portions that were speci-
fied via the input to the plurality of training queries; or
replacing the plurality of the training queries with the
portions that were specified via the input; and

repeating the process of claim 13 using the training
queries.

16. One or more non-transitory computer-readable stor-
age media storing one or more sequences of instructions
which, when executed using a computing device having one
or more processors, cause the one or more processors to
execute:

digitally generating and storing a machine learning sta-

tistical topic model in computer memory, the topic
model being programmed to model call transcript data
representing words spoken on a call as a function of one
or more topics of a set of topics, the set of topics being
modeled to comprise a set of pre-seeded topics and a set
of non-pre-seeded topics, and the one or more topics
being modeled as a function of a probability distribu-
tion of topics; programmatically pre-seeding the topic
model with a set of keyword groups, each keyword
group associating a respective set of keywords with a
topic of the set of pre-seeded topics; programmatically
training the topic model using unlabeled training data;
conjoining a classifier to the topic model to create a
classifier model, the classifier defining a joint probabil-
ity distribution over topic vectors and one or more
observed labels; programmatically training the classi-
fier model using labeled training data; receiving target
call transcript data comprising an electronic digital
representation of a verbal transcription of a target call;
programmatically determining, using the classifier
model, at least one of one or more topics of the target
call or one or more classifications of the target call;
digitally storing the target call transcript data with
additional data indicating the determined one or more
topics of the target call and/or the determined one or
more classifications of the target call;

accessing, in computer storage, a first digitally stored

electronic document comprising a first text;

receiving computer input specifying a search query com-

prising one or more search terms;

processing the search query using the classifier model to

output a query topic vector representing a thematic
content of the search query;

processing the first text using the classifier model to

output and store in the computer memory a first plu-
rality of topic vectors each representing a topic in the
text;

using the query topic vector and the first plurality of topic

vectors, calculating a plurality of similarity values,
each of the similarity values representing a similarity of
the query topic vector to a particular topic vector
among the first plurality of topic vectors;

outputting a visual display that specifies one or more topic

vectors among the first plurality of topic vectors having
one or more corresponding similarity values that are
greater than a specified threshold similarity value.
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17. The one or more non-transitory computer-readable
media of claim 16, further comprising one or more
sequences of instructions which, when executed using the
computing device having the one or more processors, cause
the one or more processors to execute:

before the calculating the plurality of similarity values,

sorting the first plurality of topic vectors according to
a corpus-level prevalence of the topics represented in
the first plurality of topic vectors, thereby creating a
first set of sorted topic vectors;

executing the calculating according to an order of the first

set.

18. The one or more non-transitory computer-readable
media of claim 17, further comprising one or more
sequences of instructions which, when executed using the
computing device having the one or more processors, cause
the one or more processors to execute:

accessing a second digitally stored electronic document

comprising a second text;

processing the second text using the trained classifier

model to output a second plurality of topic vectors each
representing another topic in the second text;

sorting the second plurality of topic vectors based upon

the corpus-level prevalence of the topics represented in
the second plurality of topic vectors, thereby creating a
second set of sorted topic vectors;

comparing the first set to the second set;

outputting a visual display indicating an overlap of the

topics in the first set and the second set.

19. The one or more non-transitory computer-readable
media of claim 18, further comprising one or more
sequences of instructions which, when executed using the
computing device having the one or more processors, cause
the one or more processors to execute performing the
similarity calculation by calculating a distance metric that
measures a similarity of the first set and the second set.

20. The one or more non-transitory computer-readable
media of claim 19, further comprising one or more
sequences of instructions which, when executed using the
computing device having the one or more processors, cause
the one or more processors to execute calculating the
distance metric as any of a Hellinger distance, a Jensen-
Shannon divergence, a total variation distance, or a Wasser-
stein metric.

21. The one or more non-transitory computer-readable
media of claim 18, further comprising one or more
sequences of instructions which, when executed using the
computing device having the one or more processors, cause
the one or more processors to execute outputting a second
visual display indicating prevalence values corresponding to
the prevalence, in the corpus comprising the first text, the
second text, and a plurality of other texts, of the topics in the
first set and the second set.

22. The one or more non-transitory computer-readable
media of claim 16, further comprising one or more
sequences of instructions which, when executed using the
computing device having the one or more processors, cause
the one or more processors to execute the processing of the
search query using a first structured query language (SQL)
query to transform the search query into the query topic
vector.

23. The one or more non-transitory computer-readable
media of claim 22, further comprising one or more
sequences of instructions which, when executed using the
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computing device having the one or more processors, cause
the one or more processors to execute calculating the
plurality of similarity values using a second SQL query to
calculate a distance metric.

24. The one or more non-transitory computer-readable
media of claim 23, further comprising one or more
sequences of instructions which, when executed using the
computing device having the one or more processors, cause
the one or more processors to execute calculating the
distance metric as any of a Hellinger distance, a Jensen-
Shannon divergence, a total variation distance, or a Wasser-
stein metric.

25. The one or more non-transitory computer-readable
media of claim 16, wherein the first text comprises a
digitally stored text transcript of a previously recorded voice
call.

26. The one or more non-transitory computer-readable
media of claim 16, wherein the first text comprises a first
digitally stored text transcript of a previously recorded first
voice call, and wherein the one or more search terms
comprise a selected portion of a second digitally stored text
transcript of a previously recorded second voice call.

27. The one or more non-transitory computer-readable
media of claim 16, each vector in the first plurality of topic
vectors being a probability distribution.

28. The one or more non-transitory computer-readable
media of claim 16, the classifier model being untrained, the
one or more non-transitory computer-readable media further
comprising one or more sequences of instructions which,
when executed using the computing device having the one
or more processors, cause the one or more processors to
execute:

receiving a plurality of training queries, each of the

training queries comprising one or more terms;

using the classifier model, a corpus of digitally stored text

documents, and the plurality of training queries, infer-
entially processing each of the training queries to
output a set of training topics corresponding to inferred
thematic contents of the training queries;

using the classifier model and the corpus, processing the

corpus to output a set of document topics correspond-
ing to inferred thematic contents of the text documents
in the corpus;

calculating a plurality of training similarity values that

measure similarities of the training topics to the docu-
ment topics;

identifying a set of similar text documents that have

training similarity values greater than a specified simi-
larity threshold;

visually outputting portions of the similar text documents

that are associated with document topics that are simi-
lar to the training topics.

29. The one or more non-transitory computer-readable
media of claim 28, further comprising one or more
sequences of instructions which, when executed using the
computing device having the one or more processors, cause
the one or more processors to execute visually highlighting
one or more words of the portions of the similar text
documents that are similar to one of the training queries.

30. The one or more non-transitory computer-readable
media of claim 28, further comprising one or more
sequences of instructions which, when executed using the
computing device having the one or more processors, cause
the one or more processors to execute:
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receiving input specifying one or more of the portions;

in response to the input, updating the training queries by
performing one of: adding the portions that were speci-
fied via the input to the plurality of training queries; or
replacing the plurality of the training queries with the
portions that were specified via the input; and

repeating the process of claim 28 using the training
queries.



